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Executive Summary

Problem Definition The Army’s Program Executive Office (PEO) - Soldier has the complex task of ac-
quiring and integrating a system of soldier equipment that meets their mission requirements. In order to
better assess trade-offs in different soldier architectures, they seek an improved simulation capability that
better represents the individual soldier on the battlefield. No single model provides this capability. They
are pursuing a strategy of integrating three different simulation models to take advantage of the strengths of
each. These models are the Infantry Warrior Simulation (IWARS), One Semi-Automated Forces (OneSAF),
and the Combined-Arms Analysis Tool for the 21st Century (COMBATXX!). 1n this year, the fifth year
of their effort, they focused on a series of integration tasks. The most significant of these is the real-time
dynaniic integration of the inodels that allows them to share data and algoritluns during a model run.

Technical Approach The approach to this modeling integration was to break down the overarching inte-
gration task into a series of discrete tasks that could be performed by model development teams involved in
this project.

e Enable the models to communicate in real time, sharing data and algorithins using the High Level
Architecture integration technology.

¢ Integrating the ability to model advanced body armor, thermal weapons siglts, direct fire weapons, and
detailed casualty assessment into the candidate models.

o Integrate the ability to model advanced command and control such as networked call for fire, soldier
blue force tracking alerts, and soldier radio systems into the candidate models.

¢ Enable sharing of a common environmental model using OneSAF’s Environmental Runtime Component.
e Enable sharing of common scenario data via the Military Scenario Definition Language.
¢ Enable scenario sharing using approved soldier scenarios from Training and Doctrine Command.

e Set up processes that enable analysis of PEO Soldier decision items using proper scenarios, doctrine,
and underlying data.

Results Much of the focus and effort for this year’s work was centered on developing a working federation
using High Level Architecture. A decision was inade early in the year to use Research, Development, and
Engineering Command’s (RDECOM) Modeling Architecture for Techimology, Research, and Experimentation
(MATREX) for integration. Their federation architecture was designed to support the Future Combat
Systems program, so it had the greatest support for advanced communications and command and control
interactions. Both IWARS and OneSAF had already done development to support the MATREX federation
object model. Another decision was made early in the year to adopt model driven architectures (MDA)
to drive simulation development. In this manner, high-level activity diagrams represented the battlefield
concepts. These were used to assign activities to different simulation models. More detailed sequence
diagrams showed how the federation landled these activities using the technical details of the run-time
infrastructure and federation object model. This communication enabled the inodeling teams to better
focus their efforts on code development. 1t also enabled explanation of these interactions to those wlho could
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not read the code. This aids verification and validation of the models, along witl analvsis. By the end of the
year, the team had a working test scenario in wliich OneSAF controlled the veliicles and indirect fire eleiments,
while IWARS controlled thie dismounted forces moving into a village for a raid. This architecture supports
analysis of thie impact of soldier equipment, to include weapons, sensors, body armor. and comnnunications
gear, on the dismounted squad, along with their supporting mounted forces.

In addition to achieving a running federation. the modeling team achieved progress in the following arcas as
well:
o Detailed representation of body armor in IWARS, and rough representation in COMBATYX!

e Agreement on data structures and algorithms required to represent casualties using detailed pliysiological
models.

e Representation of call for fire, connnunications, and command and control within the federation.
o Use of OneSAF’s environniental runtime coniponent as a connmon terrain model.
e Use of the wilitary scenario definition language as a common scenario representation.

e Agreement on a scenario for the upcoming year that will test the federation’s analysis capabilities and
improve the processes for model development and analysis.

Given the progress made this year in acliieving a level of integration, next year’s efforts will focus on maturing
the federation to the point where it is useful for analysis. Key tasks to achieve this include time management
and automatie federation start stop in order to do batch runs. In addition. scenario data, input data, and
output data will have to be managed closely. PEO Soldier must work with Training and Doctrine Conmand
to develop approved scenarios and vignettes for analysis. Finally, verification and validation of the federation
must be addressed. Successful completion of these analysis tasks will deliver PEO Soldier a capability to do
quick-turn model runs in order to assess tlhie impacts of different soldier architectures on mission perforinance.
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1 BACKGROUND

1 Background

The PEO Soldier Simulation Road Map is an effort
by PEO Soldier to develop within the Army a ca-
pability to model the effects of soldier equipment on
unit-level effectiveness - focused at platoon and be-
low. This study is the fifth year of collaborative ef-
fort between Program Executive Office Soldier and
the United States Military Academy (USMA) Oper-
ations Research Center (ORCEN). Previous studies
have led this effort to where it stands today. During
the first year, the ORCEN analyzed simulation re-
quirements and recominended a 3-model approach in-
tegrating IWARS, OneSAF, and COMBAT*X!, Dur-
ing the second year, ORCEN effort was focused on es-
tablishing a memorandum of agreement between the
three modeling agencies and mapping soldier equip-
ment lists into prioritized modeling requirements. In
the third year of effort, the modeling agencies signed
the agreements and started prioritizing their work
into common environmental and scenario represen-
tations that would enable “soft” linkages between the
models. In the fourth year, these “soft” linkages were
achieved, allowing scenarios to be run in one model,
stopped, passed to a second model, and run to com-
pletion. In year, five, as this report details, hard link-
ages were achieved allowing the models to exchange
data during run-time.

In November of 2003, Brigadier General James
Moran, PEO Soldier, comnmissioned the ORCEN to
develop a model, or family of models, that would
support PEO Soldier decision making with respect
to soldier equipment. The ORCEN, working within
the PEO, further defined the need as, “PEO Soldier
needs a simulation that allows the evaluation of pla-
toon effectiveness based upon changes in Soldier tac-
tical mission system (STMS) characteristics.” Ful-
fillment of this need would bring the PEO in line
with the Army’s Simulation and Modeling for Acqui-
sition, Requirements, and Training (SMART) pro-
gram. The SMART program “involves rapid proto-
typing using M&S [modeling and simulation] media
to facilitate systems engineering so that materiel sys-
tems meet users’ needs in an affordable and timely
manner while minimizing risk (Army Modeling and

Simulation Office, 2002). ” Taking this need, the OR-
CEN evaluated a series of alternatives that ranged
from creating a brand new simulation to adopting,
in its entirety, and existing simulation. The team
concluded that while developing a single model was
cost and time prohibitive, no single existing model
met the PEQ’s requirements. They recommended a
federation of models including IWARS, OneSAF, and
COMBAT*X!, PEO Soldier accepted this recommen-
dation and asked the ORCEN to lead the effort in
building a team to develop this federation (Tollefson
and Boylan, 2004).

While everyone understood the need for a federated
modeling solution, the composition, type of integra-
tion, and level of detail for the federation were not so
simple to agree upon. The ORCEN worked two par-
allel efforts from June 2004 until July 2005. First,
they had to establish memoranda of agreement that
would enable funding and collaboration within this
project. This required significant negotiation be-
tween PEQO Soldier, the Natick Soldier Center (devel-
oper of IWARS), PEO Simulation Training and In-
strumentation (PEO-STRI - developer of OneSAF),
and Training and Doctrine Command Analysis Cen-
ter - White Sands Missile Range (TRAC-WSMR -
developer of COMBATXX!). Second, they had to
further refine the analysis requirements for the fed-
eration. In short, PEO Soldier did not have a list of
analysis requirements; they had a list of equipment.
The ORCEN worked with the PEO to categorize and
streamline this list into a discrete set of modeling re-
quirements that could be implemented by the mem-
bers of the federation. Once these requiremnents were
understood, it was easier for the modeling agencies
to agree to develop these capabilities (Martin, 2005).

Given an agreement to work together, and a list of
analysis needs, the next significant question is where
to start. The modeling teams first came together un-
der the signed agreements in 2005. However, there
was not general agreement on the integration tech-
nology or on the initial analysis tasks. The OR-
CEN worked with the PEO to select from the list
of analysis requirements, a very short list of equip-
ment and associated analysis questions. Collectively,
the group decided to begin effort oun “soft” linkages.



PEO Soldier Simulation Road Map V - The MATREX Federation

1. Equivalent terrain representations for
specific areas of common interest

2. Equivalent environments, as appropriate
3. Equivalent methodologies or utilization of
the preferred methodology from one of the
simulations, as appropriate

4. Equivalent algorithms, as appropriate

5. Equivalent data, as appropriate

6. Ghosting and, or proxies of entities

7. Tune / event management

8. Development of behavior sets

9. Method to obtain appropriate behavior
interactions between COMBAT*X! and
IWARS entities

10. The best way to keep proxy elenients in
complimentary model updated

11. Use of simulation specific

capabilities ' constructs

" 12. Usability of the combined simulation
13. Data output and analysis

Tab. 1: Model linkage framework.

In other words, the models in the federation would
not exchange data during run-time. Instead, they
would agree on a common terrain representation and
a comnon scenario representation. Using these repre-
sentations, different models would take over the sce-
nario. run a portion of the fight, update the status
of the combatants, then pass that information to an-
other model. Under this approach, the team could
get started more quickly, develop a working relation-
ship, and work out challenges to an eventual “hard”
linkage where the models exchanged data with each
other during the run. A brief list of the elements of
thie model linkage framework developed by this effort
is shown in Table 1(Boylan, 2006).

During May of 2007, in the fourth year of effort for
this project, the modeling team achieved a “soft” in-
tegration of two models, FWARS and COMBATXX!,
for a small roomn-clearing scenario, as shown in Fig-
ure 1. This was made possible by the agreement
between all of the development teams to use One-

SAF’s Environmental Runtime Component for com-
mon terrain and environment representation. They
also agreed to use the Military Scenario Definition
Language (MSDL) to share scenario data. Using this
integration, the ORCEN analyst was able to collect
mission performance data for the simmulation run us-
ing a 2x2 factorial design. In this case, lie represented
two different levels of body armor and night vision
equipment (Kramlicli, 2007). This proof-of-concept
integration was a major step in the five-year history
of this project. The three models, selected in year 1,
came together with a commnion understanding of the
analysis requirements, established in year 2, and a
commorn picture of the integration requirements, es-
tablished in year 3. Most important in this success-
ful linkage was the working relationships developed
by the modeling teams and their commitment to the
tasks at hand.

The suecessful proof-of-concept integration laid the
groundwork for the 2007-2008 tasks for the Shmula-
tion Road Map. This work is the springboard for the
academic vear 2007-2008 tasks, bringing the federa-
tion closer to a federated analysis capability.

One of the prodncts of last year's study was develop-
ing a consensus and task list to support work for the
following year. The task lists in ANNEX A highlight
those efforts for cach component model.

2 Systems Engineering Process for the
Development of Federated
Simulations from Operational
Requirements

The success of last year’s file-based integration ciu-
abled the focus of this year’s effort to be on the
development of a real-time “hiard” lukage between
the models - a federation. Prior to proposing this
effort, the ORCEN solicited the assistance of the
Virginia Modeling, Analysis, and Simnlation Center
(VMASC) for their expertise and rescarch in fed-
eration development. Key integration techimologies
such as high-level architecture, the federation de-
velopment process, conceptual interoperability, and



2 SYSTEMS ENGINEERING PROCESS FOR THE DEVELOPMENT OF FEDERATED

SIMULATIONS FROM OPERATIONAL REQUIREMENTS

Room Cleared
Exit Building and Transfer to COMBATXX!

Continue in COMBAT*X!
Load Trucks and Egress

Fig. 1: File-based integration hetween IWARS and COMBATM,

model driven architectures were investigated.

This section docunmients the process and sununarizes
some necessary requirenients to apply a systems en-
gineering process to align acquisition, development,
testing. training. and operational support for PEO
Soldier. The svstems engineering process proposed in
this section is based on several relevant and commu-
nity accepted methods and standards. These meth-
ods are reviewed in order to root the proposed process
in already accepted work. The documented principles
should support extending this to other alternatives as
well.

These ideas generalize well to other svstems acquisi-
tion problems. Currently. acquisition, development,
testing, training, and operatioual support are only
loosely coupled. The approach recommended in this
report allows the reuse of significant findings. op-
erational requirements, and constraints bridging the
phases of the systems lifecvele. This results in better
aligned support for the warfighters’ needs.

2.1 Relevant Methods and Standards

The necessity of applving syvstems engineering pro-
cesses m support of system decisions in all phases of

Also. to anchor such
processes i the operational necessities defined by re-

the lfecvele is nothing new.

quirements is common procedure.  What 1s innova-
tive is the idea to use common artifacts in support of
all phases of the useful lifecyele of systens i a con-
sistent way. covering all aspects of the operational
lifecvele. This starts with the identification of an op-
erational gap. a certain capability that 1s required
to implement doctrie. Onee this capability is iden-
tified. the procurement and acquisition commmunity
has to decide if a new syvstem should be introduced
to deliver the function implementing the capability,
or if an existing system can be improved to provide
the functionality.

2.1.1 Developing Essential Tasks, Related
Equipment, and Metrics

Truly integrated operations depend on a sohd foin-
dation of common elements understood between all
participating partners and organizations. The cur-
rent approach is to establish a mission essential task
list (METL) that lists the operational tasks forees
need to perform to doctrinally accomplish a given
mission. These tasks may also be mapped to a com-
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mon Universal Joint Task List (UJTL). Several sep-
arately initiated US DoD programs as well as some
Homeland Security efforts are planning to base their
metrics of performance on mission essential tasks.
Within NATO, comparable efforts are undertaken,
although the resulting task lists are not always well
aligned between all nations. 1n all these efforts a mil-
itary task is identified, and necessary capabilities to
perform this task are captured. The targeted result
Is a list of mission essential tasks, related capabilities,
and metrics to measure the performance. 1t should
be poiunted out that mission essential tasks should
not be tightly coupled with a system or a capability
implementation. The tasks should describe the con-
ceptual capability which - at least in theory - can be
delivered by several systems or system components.

These ideas are tightly connected with the Military
Missions and Means Framework (MAMF ) (Sheehan
et al., 2004). The context is defined by an opera-
tional environment, enemy missions and forces, and
a friendly military mission. This mission requires
set of mission essential tasks, other specified or im-
plied tasks, required capabilities, and military means
in terms of forces and equipment that are needed
to conduct the mission. The MMF is therefore the
operational view describing what operational nodes
are needed and which operational activities are con-
ducted. The systems, which are normally systems
that have to be evaluated or that are under test, pro-
vide capabilities that implement the means needed to
conduct a mission. This is consistent with the sys-
tems view of how missions and means are concretely
Instantiated.

In order to assure seientific evaluations based on ex-
perimentation, metrics are needed that specify what
data is collected and how this data is used to define
success or failure. In order to be able to conduct the
evaluation, these task elements must be put into a
meaningful operational context. This is done by set-
ting them into the countext of a scenario or a vignette.
The focus of all these activities should be the evalu-
ation of the system. It is also essential to track other
capabilities and their relative changes based on the
system to be evaluated, in particular when it comes
to indirect or higher order effects. Therefore, the de-

sign process for setting up a scenario is as follows:

1. The essential tasks required to accomplish the
mission form the initial task list.

2. A system is identified that provides the required
capabilities for the mission essential tasks.

3. All the tasks that are conducted by the svstem
in support of the required capabilities are added
to the task list to be evaluated.

4. All effects that are influenced (higher order ef-
fects) by the system are also captured.

5. Operational vignettes or scenarios comprising all
tasks on the task list (if necessary prioritized by
operational effects) are defined.

6. Metrics are selected that capture the success of
the mission. the effectiveness of supporting tasks,
and the related effects achieved.

The result of these steps is a scenario or a list of
vignettes that comprises all tasks. effects. and metrics
needed to evaluate the systemn.

2.1.2 NATO Code of Best Practice for C2
Assessment

The North Atlantic Treaty Organization (NATO)
Code of Best Practice for Command and Control
(C2) Assessiment was produced in order to facilitate
high quality evaluations. It identifies several steps of
an iterative process:

e In the initial phase, the team starts with the
problem formulation and related high-level solution
strategies. This corresponds with the question of
what the system to be evaluated should do in sup-
port of which missions.

e In the second phase, three steps have to be con-
ducted to refine the ideas of the initial phase. In this
phase, the team identifies the human and organiza-
tional factors (the concepts to be evaluated, where
they are, how they operate, etc.) and puts them into
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the context of a scenario. In addition, the measures
of merit are decided. This phase deals with identify-
ing the important concepts and processes, their role
in a scenario, and how to measure success or failure.

e Ouly after the conceptualization is done, the hn-
plementation phase is conducted. The selection of
niethods and tools — such as simulation systems to
use, or supporting tools for the evaluation - is one
of the steps. As important as the tool selection is to
ensure that the necessary data is available or can be
obtained within the constraints of the project.

¢ Finally, risk and uncertainty management, includ-
ing sensitivity analysis of proposed solution, is con-
ducted before the project is summarized in the deliv-
erables.

2.1.3 High Level Architecture for Simulation
Interoperability

Once the necessary tasks are identified and appro-
priate perforimance measures are identified, the rela-
tive performance of alternative systems architectures
must be determined. Simulation is a useful tool for
estimating the effects, task perforinance, and mission
effectiveness gained by employing alternative systenis
and strategies in order to accomplish a mission. Un-
fortunately, large-scale simulations that evaluate all
the necessary metrics are often not available. The
simulation architecture must be composed from ex-
isting models, possibly built for other purposes. The
selection of contributing systems should be based on
the simulated systems, their capabilities, and their
ability to support the desired metrics.

High level architecture (HLA) is a series of standards
developed to support re-usability and interoperabil-
ity between simulation systems. Within the con-
text of this study, IWARS was developed to model
the dismounted squad-level fight. Both OneSAF
and COMBAT*X! were developed to model the com-
bined arms fight. Re-usability of and interoperabil-
ity aniong these systems enable the components of
one model to be used by other models. In a fed-
erated case, IWARS does not have to independently
develop combined arms representations, and OneSAF

and COMBAT **! do not have to develop high res-
olution dismounted representations. At a basic level,
in order to be HLA compliant, a federation (group of
inter-operating models) and its federates (individual
models in the federation) must comply with ten HLA
rules (IEEE-SA Standards Board, 2000). The feder-
ates interact via a run-time interface (RT1)(Board,
2000b) using object models specified in accordance
with the HLA object model template (OMT)(Board,
2000a). Because HLA supports time management via
the RTI, it is a good choice for federations developed
for large run sets and analysis.

2.1.4 FEDEP and SEDEP Processes

HLA standards documents are technically oriented.
They ensure that, when the work of federation de-
velopment is done, assuming all parties have followed
the HLA rules, the simulations will interoperate tech-
nically. While this teclinical interoperability is a nec-
essary condition for a working federation, it does not
guarantee that the federation will sufficiently por-
tray the simulated domain so that the analysis ques-
tion can be answered. The Simulation Interoperabil-
ity Standards Organization (SISO) recognized this
problem and developed the HLA Federation Devel-
opment and Execution Process (FEDEP), to address
it (IEEE Computer Society, 2003). This process is a
systems engineering approach which provides a top-
down view of the federation. It superimposes a pro-
cess and management plan to ensure that the devel-
oped federation is not only technically correct, but
also meets the objectives for which the federation was
developed in the first place. The Euclid RTP 11.33
description of the Synthetic Environment Develop-
ment and Exploitation Process (SEDEP) is a similar
process, because the FEDEP was used as a guideline
when the SEDEP was developed. The necessity to
build a strong conceptual model before going into the
technical details is emplasized in both approacles.

e The SEDEP starts with an explicit User Needs
Analyses, that is not supported by the FEDEP.
The following steps are well aligned, as the
SEDEP understands itself as an enhanced

s }
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FEDEP. One of the enhancements is the sup-
port of a common repository for all produced
artifacts.

e The development process starts with refinements
of the user requirements that lead to opera-
tionally driven federation system requirements
for the SEDEP. Ou the FEDEP side, defining
the federation objectives and developing a con-
ceptual model for the federation are the counter-
parts.

e Based on this operational understanding. the
federation is designed. implemented, integrated,
and tested iu both process models. In both mod-
els. the selection of federates is based on the op-
erational requirenients.

e Finally, the federation is operated. which means
that the federation is executed and respective
results are prepared. The SEDEP explicitly
ends tlie process with performing an evaluation,
which is partially integrated into the execution
phase of the FEDEP.

Both process models clearly show the primary mmpor-
tance of operational requirements. Both make techni-
cal recommendations, but the impleimmentation details
are left to the model developers. Additional guid-
ance is needed to ensure that the teclnical integra-
tion agrees conceptually with the operational view-
point from which the federation requirements were
developed.

2.1.5 Levels of Interoperability

At the core of PEO Soldier’s integration challenge
is achieving a level of interoperability that goes be-
yond simply ensuring that the models can share data
and interactions. The modeled entities represent real-
world people or systems, and the details of the model
must be sufficient to capture the relevant aspects of
PEO Soldier’s decision problems. Building federa-
tions uuder these conditions requires more than a
simple technical understanding of how simulations

0

Level 1
Technical Interoperabillity
5 ) l Level 0
s e/l No Interoperability

Fig. 2. Levels of interoperability.

exchange data. It requires a common shared con-
ceptual understanding of the simulation enviromnent,
entities in the models, and exchanges between them.
It is very difficult to gain this by simply looking at
source code and conforming to technical standards.
Levels of interoperability shed some light on this chal-
lenge (Tolk et al., 2006). These levels. shown i Fig-
ure 2, are arranged in increasing levels of abstrac-
tion. For example, technical interoperability, on the
bottom level, is a very specific set of protocols that
clearly define the standards. Conceptual interoper-
ability, on the lighest level, is a loosely defined by
shared concept that provides context aud connnon
organizational uses for the models.

For composable models, the development team nst
have this shared conceptual model prior to detailed
engineering of the federation. The FEDEIP process
includes this federation conceptual model as a prod-
uct of step 2, but it does not prescribe useful tools
or processes for developing and distributing this con-
ceptual model. Fortunately, the software engineering
commuunity has defined a framework to support this
level of interoperability - Model Driven Arcliitectures.

2.1.6 Model Driven Architectures

The Object Management Group’s Model Driven Ar-
chitecture (MDA) is an open standard that enables
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Level of
Interoperability

Applicable tool

Conceptual
Interoperability

DoD Architecture Framework
artifacts

Military Mission to Means
Framework

Platform Independent Models of

the Model Driven Architecture

Dynamic Ontology for Services
Interoperability UML artifacts

DEVS
Pragmatic Taxonomies
Interoperability Ontology

UML artifacts, in particular
sequence diagrams

DEVS
Semantic Common reference models, such
Interoperability as C:’ZIEDM

Dictionaries

Glossaries

Protocol Data Units:
Real-time-Platform Reference

Federation Object Model

Syntactic
Interoperability

XML
HLA Object Model Template

Interface Description Language

Technical
Interoperability

Network and connectivity
standards, such as HTTP,
TCP/IP, UDP/IP, etc.

Tab. 2: Applicable tools for cach level of conceptual

interoperability.

an organization to specify their domain expertise in
a modeling language that is independent of the tech-
nology used to imnplement that logic (Object Manage-
ment Group, 2007). This specification achieves the
technical goal of abstracting the domain logic away
from the technical implementation details. For a sim-
ulation model, this supports validation of the model
by domain experts to enable composability.

The underlying idea is to separate business and ap-
plication logic from underlying technology. To en-
able this, MDA defines artifacts based on the Unified
Modeling Language (UML) to describe a hierarchy of
models that cope with the various challenges on dif-
ferent levels. Guidelines for the use of MDA establish
three different modeling viewpoints (Objeet Manage-
ment Group, 2003a), and these can be interpreted for
the simulation domain.

o The highest level of abstraction is the Computer
Independent Models (CIM). This is a conceptual
model that identifies the concepts and processes
important ou the business level. This is easily
mappable to the missions and means identified
on the operational level. The main artifacts are
use cases.

e The Platform Independent Models (PIM) cap-
ture concepts and processes in software engineer-
ing artifacts of class and object hierarchies, ac-
tivities, sequences, and otlier means showing the
roles of each commpouent. PIM are very close to
conceptual models that already use vignette and
scenario elements motivating the various possi-
ble actions and their sequencing.

o If this conceptual model is mmapped to a concrete
platform and implementing language, middle-
ware to be used, etc., the result is a Platforin
Specific Model (PSM). In the optimal case, the
PSM can be used to produce code, as all infor-
mation needed is available.

It should be pointed out that the models in the dif-
ferent layers are not developed independently from
each other. Every use case of the CIM must be rep-
resented in form of sequenced actions engaging the
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roles as concepts in the PIM. The conceptual ideas of
the PIM must be mapped to implementing entities,
their capabilities and associations, and supporting in-
terfaces on the PSM level. In theory, this is supported
by the use of defining patterns. If the supporting mid-
dleware has an equivalent alternative, this approach
allows to switch between representing ’SM without
having to change the PIM. In other words: A fed-
eration can be implemented using both middleware
approaclies alternatively. In the M&S business world,
some M&S middleware and integration providers are
utilizing this idea to support the migration between
equivalent - or at least sufficiently close — implemen-
tations, such as supporting the Runtime Infrastruc-
ture interfaces defined in IEEE1516 as well as the
alternative defined in version 1.3 NG (DoD).

MDA has the additional advantage of standard-
ized meta-models. The Meta-Object Facility
(MOF)(Object Management Group, 2002) and XML
Metadata Interchange (XMI)(Object Management
Group, 2003b) declare abstractious for the represen-
tation and exchange of models. These features of
MDA. if applied for modeling and simulation, allow
simulation system developers to take advantage of the
munerous modeling and developnent tools that are
available in the commercial and open source conmmu-
nity based on these standards.

ln order to support both coniposability and agility
with respect to technical architectures, it seems that
a formal modeling system for the simulation domain
should have the following characteristics:

o It should allow different levels of abstraction,
such as the CIM-PIM-PSM paradigmm. so that
domniain experts can understand and validate the
model without having to understand computer
programming and information exchange details.

e The platform specific model should be ex-
ecutable to enforce a formal structure, but
it should mnot require any unnecessary over-
specification related to the technical implemen-
tation.

e The model should be able to be described us-
ing open standards so that simulation developers

can take advantage of available tools that have
evolved 1 the business community.

2.1.7 MATREX

In order to support greater interoperability between
research and engineering models, the Army's Re-
search, Development, and Engineering Command
(RDECONMI) established a program called the Mod-
eling Architecture for Technology, Research, and Ex-
perimentation (MATREX)(Hurt et al., 2006). NIA-
TREX is ain implementation of a unified Army federa-
tion to support distributed engineering-level analysis
within a greater force-on-force environment. At the
core of this architecture, NNATREX provides a run-
time interface (RT1), a FOM, and a middleware inde-
pendent capability that allows simulation developers
to move with agility from different implementations
of HLA or Test and Training Enabling Architecture
(TENA).

These capabilities are enabled by a set of compo-
nents and tools. Key components include battle com-
niand management services which implement feder-
ation services for communications, situation aware-
ness, and command and control. The Protocore tool
is a siinulation architecture developnient environment
that allows federation developers to design a FOM
and automatically generate source code for partici-
pating simulations that interact with that FOM in
a middleware independent fashion. This capability
is based on a transformation from a PIM specifica-
tion, the FOM. to a PSM specification, such as HLA
1.3. In this sense, MATREX is a realization of NIDA
i support of federated simulation. The Automated
Test Case capability allows federation developers to
use an executable modeling interface to define the
specifications for test cases that can be automatically
generated and used to verify sinulation implemen-
tations. Additional infrastructure support including
initialization, data collection, and analysis are pack-
aged within MATREX.

In this section, we identified that the MMF and
METL support the operational analysis of what the
relevant tasks are when a system needs to be evalu-
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ated. The result is a description of tasks in the con-
text of vignettes or scenarios with applicable metrics.
Operational requirements should also drive techni-
cal selection and integration. The NATO Code of
Best Practice as well as the modeling and simulation
standards FEDEP and SEDEP show which steps are
needed to set up and execute a federation. Separat-
ing business logic and platform specification leading
to a hierarchy of models allows the MDA to facilitate
the migration between equivalent or closely related
technical solutions. The MATREX program is a re-
alization of these capabilities within the Army. In
the next section, we will document a systems engi-
neering process that integrates these ideas enabling
the seainless management of federation development
for system evaluation from the operational analysis
to the technical details of middleware selection and
interface design.

2.2 The Systems Engineering Process

The systems engineering process proposed in this re-
port was motivated by the need to support project
management with a consistent view of PEO Soldier
challenges in compliance with relevant processes as
described in the previous section:

e The essential tasks to be used for the evaluation
should be identified to support the selection or
development of relevant vignettes or scenarios.

e Simulation systems should be selected based on
their ability to support the evaluation of these
tasks. The simulated system capability should
be the driver for the decision.

e The process should be applicable to evaluate al-
ternatives for supporting simulation components
and enable the project manager to make in-
formed decisions.

e The federation of these simulation systeins
should be supported utilizing the best middle-
ware available for the task. This decision should
be driven by the functionality of the middleware
and its necessity in the federation development
process.

e The integration of systems and middleware
should be supported to the maximal extent. The
decisions of model integrators should be reduced
to a minimum. This avoids ambiguity of inter-
pretations. Existing solutions should be reused
as much as possible.

2.2.1 Identifying Essential Tasks

In evaluations, operations and training, time and re-
sources are always limited. It is necessary to concen-
trate the efforts on the essential tasks. For military
operations, task lists are a way to support the deci-
sion makers in making the appropriate selection. 1f
for example, the effect of a soldier radio is to be eval-
uated, then those tasks which make use of the radio
must be included in the task list. Soldier communi-
cations tasks are an obvious example. In addition,
command and control tasks which make use of in-
formation provided via radio communications must
be analyzed as well. The result is a list of tasks in
which tlie systemns under evaluation play significant
roles. This list is represented in form of use cases that
identify the action performer, the action target, and
the action itself. An example of a use case diagramn
supporting this effort is shown in Figure 3. This use
case list can be supported by storyboards and orga-
nizational diagrams of the actors. These elements of
the CIM are represented using UML. This CIM is the
result of the first phase.

2.2.2 Setting the Tasks into Context: Building
Scenarios, Vignettes, and Metrics

In the second phase, the actions of the use cases are
combined to vignettes and scenarios. This allows def-
inition of metrics for each of the tasks in the con-
text of the operational environment. Initially, these
products are in commonly understood language and
graphics suitable for the domain to be simulated. In
the case of the PEOQ Soldier simulation, An opera-
tional scenario was defined as shown in Figure 4.

The next step is to begin to transfer the operationally
oriented descriptions into a computational context.
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Fig. 3: Use case diagram for soldier scenario.
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PEO Soldier Simulation Road Map
HLA Integration Scenrio

Situation. Based on inlelkgence from a local source, a US squad sngaged in counter-nsurgency operstions has pianned a rexd 1o capture an
Insurgent leader in the town of Shugart-Gordon. Multiple sources of mtelligence have confirmed the location of the leader at

they have reported thai his cell

have

on roofops within the town 10 identify potential

Coslition forces and provide early waming to their laader. They siso have mortar support  The aitizens of Shugart-Gordon have fled the
wilage, and it is primarily used as an insurgent pianrng and training center

Mission. 1/1/A/1-5CAV conducts raid at 011500MAY08 at 31.1057N 91 1193W in order 10 capture local insurgent leader and deny the use of
Shugart-Gordon as a raining sanctuary

Execution The purpose of this operation is 10 capture the local insurgent leader in order 10 gan further

about

At the and of this operation, we would like 1o have the insurgent leader alive and in Coalition custody with no Coalibon casuaities.
Because the citizans of Shugart-Gordon have fled the ares. coliateral damage is of litde concem 18! squad witl CONALCE the ramd with
direct support from the mortar section. They will conduct the reid in three phases, mounted movement, dismounted movement. and
clearing the objective. During the operation, one fire team will provide averwaich while a second fire team enters the objective building
o capture the msurgeni leadar and clear t of enemy fighters. Mortar fires will be used 10 help clear rooflops of enemy fightars

Execution Matnx

Umt

Phase | - Mounted
Movement

Phase Il - Dismounted
Movement

Phase lll - Cleanng the
Objective

Phase [V - Egress

A Fire Teem

Mourted in leed vehicle

Move to Dismounted SBF
and provide overwatch to
B TM's movement

From Dismounted SBF,
provide overwaich to B
TM's actions on Objective
Lit fires when B TM
begins breach of door

Provide overweich o B
TM's agrass, then
remount lead vehicie

B Fire Taam

Mounted in trail vehicle

Move along Dismounted
Route 1o position near
objective

Breach objective to
capture insurgent leader
and clear snemy fighters

Egress along dismountad
route and remount trail
vehcile

HMMWYV Section Move along RT Biue and Provide overwaich from Provide overwatch from Upon mounting soldiers.
drop teams at Mounted Mounted SBF Mounied SBF egress elong RT Blue

Mortars Priority of fires to 13t Pnority of fires 1o 13t Priority of fires o 1at Prortty of firas to 18t
Squad Squad Squad Squad

fSis 1> 8l

p«u@-

Al the start of this phase, blue soldiers
dismount and control is passed from
OneSAF to IWARS. Under IWARS

control, both fire teams move to assigned
positions. During this phase, Fire Team A

occupies support by fire. From this
position, they call for fire against red

Fig. 4: PEO Soldier simulation scenario.

11



PEO Soldier Simulation Road Map V - The MATREX Federation

sctivity VMASC Capstone P Activity Dvagrmnl S VMASC Capstone PR Activiy Duagram |
[PEC Sokher Fecerstion g
I
| Start X
Aot e Mo et l I
1
|
! Losd MMV Ve i
f Mount Soldier s 4
1 : 1
1 Mhove HIMMY Vs I
I 1 .
7 " Dwrwet Fire
I
I with GPFOR J i
Dusrmouarted Movement | : i
i
! Ovsrvecmint Sokdeer s I
i y
I
1 ] *
MY . Mows Soldiers '
] Prowide Cower | to Objective |
Fre Engagrmants ' i 'I' o \
1
n-Diwoet P et Fire |
Enagement Enagement |
¥ with OPF OR | with OPFOR | |
Liran v e ! P ¥ 1
! i |
! . i
¥ Uhjetiive )
Mabhe i
| * i
esss to |
! ‘;-U'l- ) |
] T g ;
| e :
| Losd HMMY Vs
Mount Soldker i
| T i
! I
+
| Mowe HMMVY - I
I T |
| ' |
i Sop i
|

Fig. 5: Activity diagram depicting direct fire engage-
ment tasks.

The resulting hierarchies are captured in UML. but
they have been proven to support the comniunica-
tion with military experts as well. Figure 5 shows
an activity model capturing the overarching tasks of
the PEO Soldier simulation scenario. All tasks can
now be described with metrics. Accuracy and resolu-
tion are decided based on military expertise, not on
technical constraints. The result of this phase is a
description of the scenarios or vignettes that should
be used to evaluate the aspects of the system un-
der test. An easy bookkeeping check can make sure
that all use-cases of phase 1 are considered in at least
one vignette. Also. each role must be mapped to
an object. If a complete MDA approach is used for
the support. all objects are converted into elements
of the common warchouse meta-model (CWM), de-
scribed by the Meta Object Facilities (MOF). This
possibility, however, was not applied in the underly-
ing project so far.

12

2.2.3 ldentifying applicable Simulation Services

Up until this point. only operational requirements
were used to define what should be used to evaln-
ate a system. In this phase. the simulated systems
and capabilities are used to identify applicable shnu-
lation systems. The requirement is that models must
present tlheir abilities in form of a PIM. The PIM de-
fines a model’s ability to model systems. capabilities,
and activities. Concepts, properties, and processes
need to be made transparent. The advantage of us-
ing UML artifacts is that it is possible to make the
systemn transparent while protecting the intellectual
property of technical details behind the implementa-
tion. These PIMs look very similar to the artifacts
produced in the last phase.

Standardization across the armed forces will support
alignment. ln particular, organizations should name
the same objects and processes identically and consis-
tently, using thiese definitions to tag data describing
the represented concepts, properties, and processes.
Standards like the Military Scenario Definition Lan-
guage (MSDL) and the Coalition Battle Management
Language (C-BML) support potential sohitions to
this challenge. A common data administration of
M&S and command and control wonld be helpful as
well.

The result of this mapping process is the identifica-
tion of simulation systems required to model cach
component activity in within the defined military
context. These systems must also produce the re-
quired data for mission, task, and effects assessment.
This process supports the following objectives:

e Minimize the number of supporting simulation
systems that represent the scenario

e Minimize the costs of obtaining the shmulation
systems and supporting data

e Maximize the use of simulation system under
governance of the project manager

e Maximize the acceptance of systems
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Fig. 6: PIM representation of PEO Soldier scenario
with simulation system, shown as swimlanes,
selected to model tasks.

Figure 6 shows a PIM representation of the PEO Sol-
dier scenario with simulation systems identified to
model each of the represented tasks.

2.2.4 Preparing the Federation

The result of the last phase can most easily be visual-
ized as a PIM with swimlanes. Each object and each
activity is aligned with the simulation systemn infor-
mation that can be used to represent it. Some objects
and activities represent general concepts, such as sol-
diers and tanks, and they are likely to be found in
many systems. Other features are very special, such
as waveforins for special communications, and only a
few simulation system will provide them.

The PIM with swimlanes can now be used to sup-
port the decisions on which systemn should represent
which objects and activities. This decision is trig-
gered by the objectives enumerated at the end of the

last subsection. The optimum for the analysis would
be to maximize the coverage of operational require-
ments, but other coustraints — such as time, funding
available, or security concerns of model providers
can limit the feasible solution. However, no matter
what motivates the ultimate selection of models, it
is very likely that at least two models are selected
that need to be federated to provide all necessary ca-
pability. Only in rare cases, everything is provided
by one model, and no federation support is needed.
Whenever an activity comnects two objects hosted in
different systems, or whenever properties needed to
support the activities or the identified metrics for one
object are provided by different systems, a federation
is needed to haundle the interactions and updates.

The patterns supported by MDA to move from PIM
to PSM support integration with applicable middle-
ware. Alternative middleware solutions can be sup-
ported, such as mapping to package data units of the
IEEE1278 Distributed Interactive Simulation (DIS),
or objects and related methods within the object
model used by TENA. The use of web services is an-
other option. Furtherinore, mixed strategies can be
supported, such as using the Extensive Markup Lan-
guage (XML) file based MSDL for initialization, the
HLA based update of attributes and sending of in-
teractions for simulation based information exchange
during runtime, and web service based information
exchange with C2 systems based on C-BML.

Another more conservative application is the defini-
tion of stubs for information exchange requirements
to be enhanced by the implementing simulation sys-
tems. If a future siinulation shall replace one of the
current systems, tlie interface does not change. In
fact, the initial simulation can test the federation
and perforin preliminary analysis. When the replace-
ment simulation is implemented, it federates using
the same interfaces. The MDA pattern identifies ex-
actly what elements and procedures, methods. and
callbacks need to be supported.

To support the PEO Soldier scenario for this project,
the following steps were performed.

1. PEO Soldier decided that the following essen-
tial tasks will be sufficient for a first evaluation:

13
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transport in a HMMWYV| direct fire engagement
with insurgents on the top of a roof, clearing a
house in search of at least one enemy inside, indi-
rect and direct fire from hostile forces that will
result in a call for fire to a supporting mortar
unit.

The resulting scenario activities are captured
in Figure 5. The resulting PIM could be used
to identify two models that if used in conjunc-
tion provide the desired capability and met-
rics for PEO Soldier: One Semi-Automated
Forces (OneSAF) and Infantry Warrior Simu-
lation (IWARS). While OneSAF provides the
frame for the scenario, I'WARS provides the
high-resolution models to evaluate the effect<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>